Mathematics 1: First midterm Cheat-Sheet (Theory)

Linear Algebra

Basics

N(A) = {Z € R*; AT = 0},

C(A) = 2{AM) . AM} = {A%: & € R"}, N(AT) = C(A)T
and N(A)+ = C(AT).

Eigenvalues - AA(z) = det(A — aI).

Eigenvectors - AT = AT <> (A — A\I)Z = 0, non zero solution
det(A — XI) =0 or rank(A — AI) not full and &= N(A — \I).
Computing the inverse of a matrix:

[A ]| I] = Gauss — [I | A71].

Q € R"*™ is orthogonal <> Q = [q1, ..., qn),

G- q; =0+ q?(j’] = 0 (pairwise orthogonal), ||g;|| = 1.
QTQ=I+Q '=q".

A € R?2X2 _det(A) = a11a22 — a12a21.

A € R3%3..det(A) = arrdet(Az, ) —aradet(Ag,) +arzdet(Azy).
A invertible <> det(A) # 0, det(A) = A1 -...- Ay and \; # 0.

A symmetric diagonalized: A = PDP~! = QDQT.

A symmetric, if eigenvalues are real, eigenvectors are
orthogonal, full set of independent eigenvectors.

Full column rank <+ columns are lin. independent.

Trace

tr(A) = >, aj;, properties:

tr(ad) = atr(A), tr(A+ B) = tr(A) + tr(B), tr(AT) = tr(A),
tr(AB) = tr(BA), tr(PAP~1) = tr(A) (P invertible),
tr(ABC) = tr(CAB) = tr(BCA) (order remains).

Rank

rank(A) = rk(A) is the number of pivots in reduced row
echelon form = number of linearlly independednt rows = dim.
of the linear span of rows of A = number of lin. independent
columns = dim of the lin. span of columns of A = dimC(A)
=n —dimN(A) = size of the largest invertible square
sumbatriz of A.

Matrix similarity

A € R "™ and B € R"*"™ are similiar if exists invertible
matrix P € R"*™ such that A = PBP~!. Similar matrices
have the same trace, determinant, characteristic polynomial,
eigenvalues and rank. Matrix is diagonalizable if it is similar
to some diagonal matrix A = PDP~1. The diagonal values of
matrix D are eigenvalues of matrix A and the columns of
matrix P are eigenvectors of matrix A. A, B € R"*"™ are
orthogonally similar if A = QBQ~! = QBQT where

Q € R™™" is orthogonal matrix.

Schur’s Theorem

A € R™"%™ has R eigenvalues A1, ..., Ap, exists an orthogonal
matrix @ € R"*", that QT AQ is upper (or lower) triangular
n X n matrix with diagonal entries \;. Matrix A is of the form
QDQT where D is a diagonal matrix with eigenvalues of A on
the diagonal and @ is an orthogonal matrix. If matrix A has
eigenvalues A1, ..., A, then tr(A) = A1 + ... + Ap and

det(A) = A1...An.

Frobenius norm

Scalar (inner) product A € R™*"™ and B € R™*™ is

(A, B) = tr(AT B) with properties:

(A,B) = (B, A), (a¢A+ BB,C) = a(A,C)+ B(B,C), for all
a,BER, (A, A) >0, (A, A) =0 +> A =0, For matrices

A e RmXn B e RM™Xk and C' € RFX" we have

(A,BC) = (BT A,C) = (ACT, B).

A= lai ] € R™*™ = [|Al[p = [|A]l = (A, A) =
Vtr(AT A) = |jvec(A)||. o1, ..., 0 are singular values of A,
IAllp = 75 02 = tr(AT A), ATA e RV )\ = o2,

Kronocker Product

a11B  a12B ainB
ag1 B a2 B agn B

AR B= € RmPXng
am1B  am2B AmnB

Properties:

1..0®A=A®0=0

2. aR A=ARa=aA, VaeR

3. (tA)® B=A® (aB) = a(A® B)

4. (A+B)@C=AQ®C+ B®C and
A®(B+C)=A®@B+A®C

5. (A® B)T = AT @ BT

6. (ARB)®C=A® (B®C)

7. (A® B)(C® D) = (AC) ® (BD)

8. |4 Bllp = [ Allpll Bl

9. If ACcR™ ™ and B € R™*"™ then (A®B)"! = A"l B~!
10. If A € R™*"™ has eigenvalues A1, ...\, and B has
eigenvalues u1, ..., un then the set of eigenvalues of A ® B is
equal to {A;p;}

11. If A € R®*™ and B € R™*™, then tr(A® B) = tr(A)tr(B)
12. If A € R»*™ and B € R™*"™ then

det(A ® B) = (det A)™(det B)™

13. rank(A ® B) = rank(A) rank(B)

14. If A e R™*X" B € R"*P and C € RPX", then

vec(ABC) = (CT ® A)vec(B)

PSD matrices

Matrix quadratic form

Quadratic form of A € R™"*"™:
1

7T Az = [ml zn} [A] = Z?zl S AT

Tn
A=QDQT - 2T Az = vT Du where u = QTz and
ul Du = Alu% + ...+ )\nu%.
A symmetric matrix A € R?"*X"™ is:
Positive semidefinite (PSD) if 27 Az > 0¥z € R™ or < all
eigenvalues of A are non-negative.
Positive definite (PD) if 27 Az > 0V nonzero € R"™ or « all
eigenvalues of A are positive (det(A) > 0).
Negative semidefinite (NSD) if 27 Az < OVx € R™ or < all
eigenvalues of A are non-positive.

Negative definite (ND) if 27 Az < 0V nonzero z € R™ or ¢ all
eigenvalues of A are negative.

Indefinite if 7 Az > 0 for some z € R™ and y7 Ay < 0 for
some y € R™ or <+ A has positive and negative eigenvalues.

Sylvester

A symmetric matrix A is PD if and only if the determinant of
each leading principal submatrix is positive and PSD when its
non-negative. A symmetric matrix A is ND if and only if the
determinant of the k x k leading principal submatrix is
positive if k is even and negative if k is odd.

Cholesky decomposition

QR decomposition: @ is orthogonal matrix of B and R is

upper triangular matrix of coefficients.

A=BBT =(QR)TQR=RTQTQR=RTR=LL".

For invertible, (symmetric) and PSD matrix A € R"*" we

have Decomposition algorithm:

a1l ET}, define L1 := [\[(1(111—2 . ]
b B \/ﬁb In—1

Write Ay := A = [

A =L | o LT
=15 B- TLEET 1
Repeat this on Az := B — il}?}T € R(n=1)x(n=1)
If L1, Lo, ...L3 are the matrices obtained in this way then:
aT 8T
L=r1, | O [t OO
0 Lo 0 Ly
If one of these steps fails then the matrix A is not PSD.

Vector Spaces
Vector space

V is a set of vectors v € V with two inner operations: addition
-u,v €V = wu+ v €V and scalar multiplication -
veEVaeR=>av=a-veV.

There exists a zero vector 0 and v + 0 = v and for each v € V
exists an inverse vector —v, such that v + (—v) = 0.

Lov=0, (aB)-v=a-(8-v), (@+B) - v=a-v+p-v,
a-(u+v)=a-v+a-u forall u,v,w €V and o, 8 € R.
Zero vector 0 is unique, Ov = 0 and a0 = 0.

Linear combination of vectors: vector of the form

a1vl + ... + anvn.

Vector subspaces

Subset U of a VS V is a vector subspace if its closed under
linear combinations au + Bv € U.
Linear span Z{v1,...,vn} is the set of all linear combinations.

It is the smallest vector subspace containing vectors v1, ..., Up.
Basis of a vector space
Vectors v1, ..., vy, are linearly dependent if Jvy, written as a

linear combination

Vg = a1v1 + o + Qp_1Vk—1 + Qg 1Vk41 + o + Qpvp and
linearly independent if it doesn’t exist. Vectors v1, ..., vy, are
linearly independent if the only linear combination equal to 0
is a1v1 + ... +apvp =0 a1 = ... = ay =0.



The set of vectors # = {v1,...,vn} CV is a basis of V if
v1,...,Un are linearly independent and .¥ = {v1,...,vn} span
V. The number of elements in any basis of vector space V is
by dimV (dimR"™ = n; dimR"*™ = nm; dimRy[z] = n + 1).
Linear transformations

Transformation 7 : V — U is linear if 7(u 4+ v) = 7(u) + 7(v)
and 7(aw) = ar(v) < 7(av + Pu) = ar(v) + B7(u) holds.
7(0) = 0.

Operations with linear transformations

sum -1+ ¢:V = U as (7 + ¢)(v) = 7(v) + ¢(v),

multiple - y7 : V — U as (wr)(v) = wr(v),

composition - Qo1 :V — W as (0 o1)(v) = 0(7(v)).
Matrix corresponding to lin. transf.

Images of vectors v € V from % in ¢ we write

’T(bj) = apjc1 + ... + anjcn.

ail o122 ... Qlm

Q21 Q22 ce o Q2m
Ar ¢ =

Qnl Qn?2 e QOnm

is @ matriz corresponding to the linear transformation T from
basis A to basis €. Columns = 7(u;) and rows = ¢;.

This matrix of a linear transformation has the properties:
Arvo. .6 = Ar 6 + Ap, 3,6, Aar,8,¢ = AAr B %,
Agor, .2 = Ao 6.2  Ar ¢ Ay-1, 3¢ = (Ag 2,¢) "
Eigenvalues of lin. transf.

All matrices corresponding to linear transformation 7 have the
same eigenvalues as 7. 7(v) = Av = ASF (v) where .# is the
identity transf. .# : V — V (or (1 — A#)(v) = 0) — kernel of
7 — A#. Linear transformation is diagonalizable <+ there
exists a basis Z of V consisting of eigenvectors of 7.

Kernel and Image

Kernel (ker(t) = kert) is set of all vectors v € V 7(v) = 0.
Image is set im(7) =im7 = {r(v) :v €V} CU. kertis a
vector subspace of V' and imt is a vector subspace of U.
Linear transformation is injective if and only if kerr = 0 or
T(u) =7(v) =>u="o.

Linear transformation is surjective if and only if imt = U.
dim(im7) = rank(A), dim(kert) + dim(im7) = dim(V),
dim(kert) = dim(N(A~)), dim(im7) = dim(C(A~)),

kert <> N(A) in basis # and im7 <> C(A) in basis €.
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